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Abstract

This paper presents a comparative analysis of the legal regulation of artificial intelligence (Al) in
the People's Republic of China (PRC) and the European Union (EU). Both jurisdictions aspire to be
leaders in Al technologies, but their approaches to the development and implementation of
regulations diverge significantly. The EU places significant emphasis on the implementation of robust
regulatory frameworks and the protection of human rights, with a view to fostering ethical standards
across a range of sectors, including defence. However, this approach has also attracted criticism for
potentially impeding innovation. A principal component of this strategy has been the “Artificial
Intelligence Act” 2024, which establishes a legal framework for the secure utilisation of Al and the
protection of citizens' rights.

In contrast, China has adopted a centralised approach to facilitate innovation and expedite
decision-making processes. This approach has enabled the country to retain its position at the
vanguard of Al legal regulation, implementing efficacious mechanisms such as the “The Internet
Information Service Algorithm Recommendation Management Regulations” and the ‘“Personal
Information Protection Law”. However, there is a risk that the focus on rapid technology adoption
may result in inadequate protection of citizens' rights.

This paper analyses the advantages and disadvantages of both strategies, as well as their impact
on international Al regulatory practice. The comparative approach identifies opportunities for
harmonising regulatory efforts and highlights the importance of integrating ethical and legal standards
at the global level.

Key words: artificial intelligence, legal regulation, People's Republic of China (China), European
Union (EU).

A Xacanaii*, IT1. T uqbuﬁz
! Konaes ynusepcumemi
2 Jlomapuneus Yuusepcumemi

KYKBIK ITIPU3MACHI APKBLIBI: KBITAY MEH EYPOIIAJIBIK OJTAK
"KACAHJIbI THTEJJIEKTTIH BOJIAIIAFBIH KAJIAN KAJIBIIITACTBIPAJIBI

Anoamna

3eprrey Kerrait Xansik Pecriyonmkacer (KXP) men Eyponanesixk Onak (EO) ennepinzeri sxacanis
uHTeekTTi (JKM) KYKBIKTBIK peTrTey OOWBIHINA CalbICTHIPMalbl Talgayabl KaMTUIbl. Eki
topucaukims aa XKW TexHomorusuiaphl cajachblii/ia KOMIOacIbIBIKKA YMTBUTA I, JETEHMEH OJIap IbIH
6ipak oap/bIH HOPMATUBTIK aKTIEeP/l 93ipiiey jKOHE €HTI13y Tacliepl allTapibIKTai epeKieneHe .
EO amam KyKpIKTapbIH KaTaH peTTEy MEH Koprayra 0aca Hazap ayaapajibl, O opTypJl cajiajmapia,
COHBIH 1III1HJIe KOPFaHbIC CalaChIH/1a 3 TUKAJIBIK CTAaHIApTTAPAbIH KaJIbIITaCybIHA BIKIAJ eTe/l, OipaK
COHbIMEH Oipre HMHHOBALUSJIBIK OEJICEHAUTIKKE BIKTUMAJ IIEKTeYyJep €Hri3yl YIUiH ChIHFa
yirbipaiiael. OChlHAAN CTpaTerusiHblH Herisri anemMenTi 2024 xbutbl KaObuiaanran XK Typaisl 3aH
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6oxbin TabbUTanbl, o XKIM-Ti Kayirnci3 maiijanany >koHe azamMaTrTapAblH KYKbIKTapbhlH KaMTaMachl3
€Ty YIIiH KYKBIKTHIK HET131H KaJIai bl

Oran Kaparanza, KpiTail ”HHOBaIMSIIapIbl BIHTAJAHABIPYFA KOHE JKbUIJIaM ILIENIiM KaObluigayra
OaFpITTaIFaH OPTAJBIKTAHIBIPBUIFAH TOCUIMI KOJMAAaHAIbl. byn Tocinm «Anroputmaepai Oackapy
epexenepi» xxoHe «Keke nepekTep/ii Kopray Typasbl 3aHy CUAKTBI THIM/II TETIKTEP/I1 €HT13€ OTHIPHIII,
JKU-Ti KYKBIKTBIK PETTEY calachlHAa aJIIbIHFBI KaTap/a OpHajacyra MyMKIHIIK Oepeni. JlereHMeH,
KBUJIIaM TEXHOJIOTHUSIIAp bl €HTi3yre 0aca Ha3ap ayJapy a3amar KYKbIKTapbIHBIH )KETKLIIKCI3 KOpFay
KayIiHe OKeJeTiH MYMKIHIIK Oap.

3epTTey >KYMBICHIHAA €Ki CTPATErHsHbIH /3 apThIKIIBUIBIKTAPhl MEH KEeMILILTIKTepl, COHIal-aK
onapasiH KW pertey canachiHIarbl XalbIKapaldblK TOKIpuOere acepi TangaHaabl. CanbICThIPMAaIIbI
3epTTEy TOCUI PETTEY YPAICTEPIH YIIECTIpy MYMKIH/IIKTEPIH aHBIKTAayFa JKOHE KahaHIbIK JeHTei1e
ITUKAJIBIK HOpPMaIap MEH KYKBIKTHIK CTaHIAPTTaplbl MHTErpaUsiay MaHBI3IbUIBIFEIH KOPCETYre
MYMKIHAIK Oepei.

Tyiiin ce3aep: *xacaH bl UHTEUIEKT, KYKBIKTBHIK pertey, Kpitail Xansik Pecniyonukacs (Kpitait),
Eyponansik Onak (EO).

A Xacanaii*, IT. Ti uqlnmz
Y Vuusepcumem Kynaesa
2Vuueepcumem Jlomapuneuu

CKBO3b ITPU3MY IIPABA: KAK KUTAW U EBPOITIEMCKHI COK0O3 ®OPMHUPYIOT
BYAYHEE HCKYCCTBEHHOTI'O UHTEJIVIEKTA

AnHomayus

JanHas paboTa NOCBALIEHAa CPaBHUTEIbHOMY aHAJIM3y IPAaBOBOIO  PEryJIHPOBaHUS
uckyccreHHoro uHresuiekta (M) B Kuraiickoit Haponnoit Pecniyonuke (KHP) u EBponetickom
Coroze (EC). Obe ropucIUKIMK CTPEMATCS K TUASPCTBY B 00acTu TexHonoruit MM, HO uX moaxoabt
K pa3paboTKe U BHEAPEHUIO HOPMAaTUBHBIX aKTOB 3HAUUTENbHO paziuuatorcs. B EC akuentupyercs
BHUMaHME Ha JKECTKOM pEeryJMpOBaHMM M 3allUTe TIpaB dYeJOBEKa, 4YTO CHOCOOCTBYET
(OpMHPOBAHHIO STHUECKUX CTaHJAPTOB B PaA3IMUHBIX cepax, BKIOYas OOOPOHHYIO, HO TaKkKe
BBI3bIBACT KPUTHKY 32 BO3MOXHBIE OTpaHMYEHUsS HMHHOBAIMOHHON aKTUBHOCTH. KiroueBbIM
9JIEMEHTOM 3TOW cTpareruu ctain PersiameHT o0 MCKYCCTBEHHOM HMHTEJUIEKTE, MPUHATHIA B 2024
roJy, KOTOpBIM CO3/1aeT MpaBOBYIO OCHOBY JUIsl Oe3omacHoro ucnoibs3oBanus UM u obecnieueHus
IIpaB rpakJaH.

B ommmume ot sroro, Kurtail nmpumeHseT LEHTPaIu30BAHHBIA IOJAXOJ, HAIpPABICHHBIM Ha
CTUMYJIUPOBaHHE MHHOBAIM U ObICTpoe MpHUHATHE pemieHui. Takoil mojaxoj Mo3BOJSET CTpaHe
OCTaBaTbCsi Ha MepeloBo B obmactu mpaBoBoro perynupoBanus MU, BHenpsisi 3pdexTuBHbIE
MEXaHWU3MBl, Takue Kak «PeriiaMeHT 1O yNpaBIEHUIO alIropuTMamMu» M «3aKOH O 3alluTe
MEPCOHANBHBIX JIaHHBIX». TeM He MeHee, CYIIECTBYET PUCK, YTO aKIEHT Ha ObICTPOM BHEAPEHUU
TEXHOJIOTHI MOXKET IIPUBECTHU K HEJOCTATOUHOH 3aILUTE NIPAB IPAXKIAH.

PaGora ananu3upyeTr OCTOMHCTBA M HEIOCTATKM OOEMX CTpaTeruii, a Takke UX BIUSHUE Ha
MEXIYHApPOAHYIO MPaKTHKy B obnactu perynupoBanus M. CpaBHUTENbHBIN MOAXO/A MO3BOJSET
BBISIBUTH BO3MOXKHOCTH JJIi TapMOHM3AlUM YCUJIMM B cdepe peryimpoBaHUS U MOJYEPKHUBAET
BaXHOCTb MHTETPALIMU 3TUYECKUX HOPM M MIPABOBBIX CTAHAAPTOB Ha INI00AIBHOM YPOBHE.

KuroueBbie ci10Ba: HCKYCCTBEHHBI HWHTEJUIEKT, INPABOBOE peryiaupoBaHue, Kwuraiickas
Haponnas Pecniy6nuka (Kurait), EBponeiickuii Coro3 (EC).

Basic provisions
The analysis of the European Union and China's approaches to regulating artificial intelligence
highlights the necessity for a balanced model that incorporates legal and ethical considerations. The
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EU's approach is to protect human rights and minimise risks, which encourages innovation. In
contrast, China's strategy is to rapidly adapt to technological change through centralised regulation.
The divergence of approaches may result in the fragmentation of global Al regulation, underscoring
the necessity for international cooperation in order to develop an effective and ethical framework that
is consistent with the principles of international humanitarian law. The success of Al regulation
hinges on the capacity of countries to identify shared objectives and devise collaborative solutions
that facilitate sustainable progress.

Introduction

The development of artificial intelligence technologies presents a significant challenge to national
and international legal systems due to its potential impact on a number of different areas of life. These
include social, economic and military aspects. In light of the increasing integration of Al into a range
of domains, including the military, there is a pressing need for the establishment of appropriate legal
frameworks that are sensitive to both national interests and international legal norms. The importance
of this issue is underscored by the necessity of upholding the principles of international humanitarian
law and human rights throughout the process of developing and implementing Al.

The People's Republic of China is engaged in the active development and implementation of
national Al strategies, with a particular focus on the priorities of national security and technological
independence. China's approach to Al regulation incorporates both domestic control and adaptation
to international legal norms, with the objective of accommodating its strategic interests. Nevertheless,
this approach may also give rise to potential risks pertaining to the global legal order and the stability
of international relations [1]. In contrast to China, the European Union strives to establish a
transparent and coherent legal framework that aligns with international standards, including those
pertaining to international humanitarian law (IHL) and international human rights law. The EU places
emphasis on the necessity of rigorous oversight to prevent potential violations of international law
and to guarantee that all actions are aligned with the principles of humanity and justice [2].

The objective of this study is to undertake a comparative analysis of the national Al regulatory
strategies of China and the European Union, with a particular emphasis on their alignment with
international legal norms. This study seeks to identify how differing regulatory approaches may
influence the development of a global legal framework regulating the use of Al. The practical
relevance of the study lies in the possibility of applying its findings to the development of
international regulatory mechanisms that promote a balance between technological progress and
compliance with international law. This is particularly relevant in the context of dynamic
technological development and increasing international tensions.

Materials and methods

The research is based on the application of general scientific methods of analysis and synthesis,
classification, and on systemic and functional approaches. Furthermore, the research utilises formal-
legal, comparative-legal and historical-legal methods, which enable a more profound comprehension
of the distinctive characteristics of the legal framework governing artificial intelligence across diverse
legal jurisdictions. Additionally, it uncovers pivotal elements influencing the evolution of this legal
domain.

Results and discussion

Features of Al regulation in China. Chinese regulation of artificial intelligence (Al) is a
multifaceted and dynamic area that reflects the country's ambitious high-tech goals. One of the most
notable milestones in the development of this area was the inception of the “Made in China 2025”
programme in 2015, with the objective of establishing China as a world leader in advanced
technologies, encompassing Al. This programme constituted the point of departure for further
legislative and strategic regulation of artificial intelligence, which gave rise to the development of
new initiatives and regulations designed to stimulate innovation and guarantee national security [3].
In 2016, the Central Committee of the Chines Communis Party (CCP) designated Al as one of six
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priority areas in its 13th Five-Year Plan [4]. This underlines the strategic importance of this area to
China's economy and national security.

This decision became the basis for the formation of a new legislative framework aimed at ensuring
cybersecurity and regulating the use of Al in key sectors. A significant advancement in this regard
was the enactment of the Cybersecurity Law on November 7, 2016. This legislation delineates
obligatory procedures for the categorisation of cyber threats, the registration of Critical Information
Infrastructure (CI1I) and the adherence to national standards [5]. Articles 21 to 30 of this legislation
set out overarching requirements for the cybersecurity regime, while Articles 31 to 39 regulate the
safeguarding of CII, which plays an integral part in national security [6]. The 56th Computer
Technology Research Institute of the General Staff of China’s People's Liberation Army, located in
Jiangsu Province, occupies a pivotal position with regard to the field of cybersecurity. The institute
serves as the coordinating body for other research centers and is responsible for implementing the
government's Programme No. 863 or known as State High-Tech Development Plan, which aims to
advance strategic information technology and address critical scientific and technological challenges.
The principal objective of the programme is to attain China's complete technological autonomy,
which serves as the foundation for further regulating artificial intelligence and reinforcing national
security in the digital domain.

In July 2017, China published the “Next Generation Artificial Intelligence Development Plan”,
which set out the strategic directions to be followed with respect to the development of Al [7]. This
document identifies three principal phases for the years 2020, 2025 and 2030, and underscores the
imperative for Al technologies to emerge as the primary catalyst for industrial modernisation and
economic transformation.

The Atrtificial Intelligence Standardisation White Paper, approved in 2018, has emerged as a
significant document within the context of Al technical regulation and international cooperation. It
serves to reinforce China's efforts to establish globally recognised standards and consolidate the
country's position within the global Al regulatory system. [8].

Another contribution to China's endeavours to construct a legal and ethical framework to regulate
artificial intelligence was the presentation of the preliminary draft legislation, the “Beijing Artificial
Intelligence Principles”, in May 2019. The document comprises 15 paragraphs and addresses the
necessity to develop Al technologies in a manner that incorporates human values, including the
preservation of privacy, dignity, freedom, and human rights. The “Beijing Principles” underscore the
significance of ethical Al utilisation to advance societal progress and also seek to facilitate
international collaboration in this domain, which is pivotal to harmonising regulatory approaches on
a global scale [9].

On July 10, 2023, the “Regulation on Provisional Measures for the Management of Generative
Artificial Intelligence Services” was published. In accordance with Article 1 of this document, the
measures are founded upon the tenets of several pivotal PRC legislative instruments, including the
Cybersecurity Law, the Data Protection Law, the Personal Information Protection Law, and the
Science and Technology Progress Law. The measures are designed to facilitate the advancement of
generative Al, ensure national security, and safeguard the interests of citizens and organisations. The
provisional rules establish a framework for the governance of generative Al systems, ensuring
compliance with legal and ethical standards and striking a balance between innovation and
responsibility in the Al field [10].

In addition to the draft laws that have already been adopted, China is engaged in the formulation
of comprehensive legislation that encompasses not only civilian applications but also, to a limited
extent, military applications of Al technologies. The following projects represent development in this
regard:

1. “The Official Position on the Ethical Management of AI” (November 2022), which highlights
the necessity for international cooperation in establishing ethical standards governing the utilisation
of Al, including its application in the context of national security.
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2. The PRC Law on Artificial Intelligence (draft dated 16 March 2024) is intended to regulate the
use of Al, impose liability for misuse of Al technologies by all actors involved in their development,
supply, or application, and safeguard the rights of individuals and organisations [11].

Thus, China's Al legislative initiatives aim at comprehensive regulation with a focus on national
security and international humanitarian law. China combines ‘horizontal’ and ‘vertical’ regulation:
verticality addresses narrow issues but leads to fragmentation and difficulties in enforcement, while
the horizontal approach presented in the new draft laws provides more holistic regulation. This
balance allows for rapid adaptation to change, taking into account both national interests and
international obligations, including regulation of military technologies and ethical aspects of Al.
Nevertheless, the regulatory process continues to evolve, seeking to strike a balance between
innovation and the protection of citizens' rights.

Specifics of Al regulation in the EU

The regulation of artificial intelligence (Al) within the European Union represents a core
component of the overarching strategy to guarantee the secure and ethical utilisation of technology
across all domains. Similarly, the European Union is pursuing a position of global leadership in Al,
as evidenced by the active development and implementation of regulations aimed at safeguarding
citizens' rights and regulating Al technologies.

One of the most notable milestones in this regard was the enactment of the General Data Protection
Regulation (GDPR) in 2016, which serves as a foundational document for personal data protection
issues. Article 5 of the GDPR introduces the fundamental principles of data processing, including the
requirements of lawfulness, fairness and transparency [12]. These principles are of particular
importance in the context of Al systems, which operate with vast quantities of personal data essential
for the training and functioning of algorithms. The European Union has established a legal framework
through this regulation to guarantee the protection of users' rights and to foster trust in Al
technologies, thereby contributing to the sustainable development and secure implementation of Al.
The GDPR not only guarantees respect for human rights but also imposes strict requirements on Al
developers and users. This contributes to a more responsible and safer environment for innovation in
this field.

In 2016, the European Union adopted both the General Data Protection Regulation (GDPR) and
the Directive on Security of Network and Information Systems (NIS). NIS, which concerns the
security of network and information systems to guarantee the safe use of technology, encompassing
Al. The directive requires that infrastructure operators, including those in the defence sector, maintain
a high level of cybersecurity. Article 14 of the directive addresses the necessity to safeguard
information in the context of Al applications, a matter of particular significance in the context of
defence and security applications [13].

All EU countries were required to transpose the provisions of the NIS Directive into national law
by May 9, 2018. On January 16, 2023, the updated NIS 2 Directive came into force, which will replace
the previous version in October 2024. NIS 2 introduces stricter requirements for the development of
cybersecurity strategies, risk management, incident response, and enhanced public-private
cooperation. In addition, the White Paper on Artificial Intelligence: a European Approach to
Excellence and Trust was published on February 19, 2020, with the aim of creating safe and ethical
Al for sustainable development and increased EU competitiveness. The document emphasizes respect
for human rights and ethical standards in Al development and proposes a balance between innovation
and responsible use of technology. This is intended to increase public trust and strengthen the EU's
leading role in the global regulatory framework for Al [14].

In addition, in 2021, recommendations regarding the ethical aspects of Al were published,
underscoring the necessity to respect human rights and social responsibility. These recommendations
provide a foundation for the establishment of ethical standards that are essential for the secure
deployment of Al technologies across a range of domains, including those pertaining to defence. L.
Floridi and J. Cowls posit that, in general terms, a number of similarities can be observed between
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the ethical principles developed in the European Union and those set out in similar documents in
China. This reflects a global trend towards the unification of ethical principles in the field of Al [15].

The next advancement in the regulation of Al was the enactment of the Artificial Intelligence Act,
which came into force on August 1, 2024. This regulation, which was agreed by the Member States
of the European Union in December 2023 and subsequently approved by the European Parliament
and the European Commission during the first half of 2024, represents the inaugural instance of
comprehensive legislative regulation pertaining to Al on a global scale.

The EU Al law strives to establish a compromise between the advancement of technology and the
safeguarding of human rights. This is achieved through the categorization of Al systems based on
their inherent risk profiles. The legislation prohibits the use of facial and emotion recognition in
public spaces and restricts the deployment of predictive analytics by law enforcement to prevent
criminal acts. Furthermore, the law imposes stringent regulatory controls on generative Al, such as
ChatGPT, and high-risk technologies, including autonomous vehicles. These measures are designed
to foster public confidence in Al, enhance working and living conditions by establishing a secure and
ethical legal framework for its use, and ensure the responsible development of Al.

The European Union has announced its intention to conclude the first international legally binding
treaty on the use of artificial intelligence with the United Kingdom and the United States. Developed
by the Council of Europe, the treaty will establish liability for harmful and discriminatory material in
Al and prohibit the development and use of Al systems that violate equality and privacy. It will be
the first legally binding international instrument regulating the application of Al [16].

An analysis of EU regulations pertaining to Al reveals several key strengths and weaknesses.
Among the most commendable features is the emphasis on an ethical approach that safeguards human
rights and social responsibility. This is in alignment with the fundamental principles of international
law, including the imperative to uphold human rights. A comprehensive classification system for Al
systems allows for effective consideration of different levels of risk, thereby ensuring the safety of
technologies and, in turn, facilitating the fulfilment of international obligations to protect the rights
of citizens.

Nevertheless, there are shortcomings that require attention. The intricate and extensive nature of
the requirements can present a formidable obstacle for small and medium-sized enterprises,
potentially leading to legal inconsistencies and infringements of international norms designed to
foster sustainable growth and innovation. Bureaucratic procedures impede the implementation of new
technologies, thereby reducing the region's competitiveness. Furthermore, ambiguity in the
interpretation of norms gives rise to legal risks, which may result in the circumvention of obligations
and is contrary to the principles of good faith implementation of international norms.

The regulation of Al in the European Union is a complex and continuously evolving process,
which requires the adoption of regulations that provide a legal and ethical foundation for the
utilisation of Al across a range of domains, including national defence. The objective is to facilitate
the harmonious development of technology for the benefit of the public. It is essential to optimise the
regulations in order to enable their flexibility and adaptability in response to the rapid evolution of
technological advancements, while ensuring compliance with internationally recognised standards.

China's and the EU's Al regulatory strategies: an analysis. Despite both the European Union and
China expressing a desire to assume a leadership role with regard to the regulation of artificial
intelligence (Al), there is a notable disparity between the regulatory frameworks that have emerged
in these two regions. In the EU, regulation has evolved through the enactment of ‘soft law’ acts,
which have facilitated the establishment of ethical and legal standards. However, the Union's complex
and multifaceted structure has resulted in a relatively slow decision-making process. In China, by
contrast, the centralised governance model facilitates the expeditious development and
implementation of regulations such as the “Algorithm Management Regulation” and the “Personal
Data Protection Law”, thereby ensuring the expeditious legal regulation of Al. Despite the EU Al
Regulation being the initial international regulatory measure in this domain, its efficacy may be
constrained by the accelerated evolution of China's legal framework. The principal distinction
between the two approaches lies in their differing emphases. The EU's strategy is to minimise risks,
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whereas China has initially prioritised innovation while gradually increasing its attention to potential
threats.

The European Union's experience in regulating Al offers valuable insights into the legal
implications of such regulation. The EU's Al legislation represented the first attempt to implement
comprehensive cross-sectoral regulations that categorised Al technologies in accordance with their
level of risk, from those considered unacceptable to those deemed to present a low-risk profile. This
results in the establishment of a regulatory framework that oversees the utilisation of high-risk Al
applications while simultaneously ensuring the continued deployment of less risky technologies.
Systems that threaten citizens' rights are categorised as unacceptable, whereas high risks are more
often associated with Al in strategic infrastructure and healthcare. Conversely, China's draft Al Law,
despite its unofficial status, also incorporates elements of threat assessment, most notably through the
establishment of rigorous controls on Al ‘base models’. This illustrates China's intention to adapt its
regulatory framework in accordance with the European experience.

The divergence between the EU and China's regulatory approaches to Al offers a valuable
opportunity to evaluate the efficacy of these strategies in achieving the desired outcomes of economic
prosperity and competitiveness. The EU is commended for its emphasis on protecting rights, though
it is also criticized for being excessively inflexible, which can impede innovation. In contrast, the
Chinese model encourages Al development despite the inherent risks associated with restricting
competition and undemocratic governance.

Both parties are currently engaged in dialogue, including discussions on the topic of artificial
intelligence and the issue of cross-border data flows. These discussions have taken place within the
framework of the “High-Level Digital Dialogue” in both 2020 and 2023. It has been agreed that
information on unsafe products will be shared and that workshops will be held on legislative updates.
The principal distinction between the two approaches lies in their respective perceptions of threats
and capabilities, which in turn informs the utilisation of Al for defence purposes. The EU, due to its
political structure, affords member states the autonomy to develop defence technologies, as
exemplified by France. In China, the prioritisation of military advantage and the aspiration to ‘seize
the strategic initiative’ in the context of international competition has prompted a proactive approach
to investment in Al for defence, despite concerns about the potential for conflict escalation [17].

It is imperative to consider these policy and legal differences in the context of international stability
and security. The EU, for instance, earmarks considerable financial resources towards the
advancement of cutting-edge defence technologies, reflecting a growing inclination towards
innovation in this domain.

However, the EU encounters bureaucratic impediments in its defence initiatives as a consequence
of its multi-level decision-making structure, which can render it challenging to adapt expeditiously
to new technological challenges. In contrast, China's centralized governance system enables the
expeditious development and implementation of laws and regulations, as evidenced by the
expeditious development and implementation of the “Algorithm Management Regulation” and the
“Personal Data Protection Law”, which have resulted in more flexible and responsive regulatory
mechanisms.

As posited by the Roberts, H., A. Babuta, the strategies of the European Union and China represent
the two most comprehensive approaches to the promotion and regulation of Al. Both parties articulate
their vision of an ‘Al-driven society’, underscoring the significance of safety and ethical
considerations in technology utilization [18].

The divergence in strategic goals between China and the EU is indicative of a profound ideological
and institutional disparity in the regulation of Al. While the EU's strategy is oriented towards the
respect of human rights and international norms, China's strategy is focused on the rapid advancement
of technology and the attainment of a competitive advantage, including in the field of defence. These
discrepancies necessitate a comprehensive examination of Al governance, encompassing the
mechanisms through which objectives are pursued and their contextual relevance. The EU approach
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is characterised by a greater degree of caution, with a focus on the security and protection of rights.
In contrast, the Chinese model seeks to utilise technology in a manner that serves to advance national
interests. These differences have implications for international security and international
humanitarian law.

Conclusion

An examination of the European Union and China's approaches to regulating artificial intelligence
emphasises the importance of a balanced approach that considers both legal and ethical aspects. The
European Union's emphasis on human rights protection and risk-orientation demonstrates a
commitment to establishing a secure legal framework that facilitates innovation while mitigating
potential risks to society. The 2024 Artificial Intelligence Regulation represents a significant
legislative milestone, reflecting these objectives.

Conversely, China, with its centralized decision-making apparatus, is rapidly adapting to evolving
technological circumstances. Although still in the discussion stage, the draft Artificial Intelligence
Law is already demonstrating an interest in integrating risk-based approaches, indicating the potential
for convergence with international standards.

Nevertheless, there is a possibility that discrepancies in methodologies may result in the
fragmentation of global Al regulation. It is imperative that both parties continue to engage in dialogue
and collaboration with the aim of establishing a unified framework for the effective and ethical
utilisation of technology. It is imperative that this be achieved in order to guarantee the harmonious
advancement of artificial intelligence, which is beneficial to both individual states and the
international community as a whole.

The ultimate success of Al regulation will depend on the ability of different countries to find
common ground and develop collaborative solutions based on respect for human rights and a desire
for innovation. Therefore, the future of Al regulation necessitates not only legal rigour but also ethical
reflection, which will serve as the foundation for sustainable progress in this field.
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